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Fig. 4. Experimental compression test results. Snapshots taken for various engineering strain levels. Measured load normalized by the specimen section versus 
engineering strain. 
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Topological shape optimisation 

• Shape derivative with level set function 

• Examples 

• 2D multilayer materials

• Panels with periodic microstructure

• Thick shells with IGA


Random microstructures 
• Morphology and regularity : topology and randomness

• Example


• Lattice with surface roughness

• Random cellular materials 
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Implicitly-defined Shape
Level Set Method  

Since its appearance, it has been applied in a wide variety of fields, ranging from the computa-
tional fluid dynamics, mechanics, structural optimisations [187], to image processing, computer
graphics and meshing (interested readers may look at the book of Osher and Fedkiw [186] for an
extensive discussion on the topic).

For the sake of simplicity, let us first consider the simple yet fundamental case of a bi-phase
composite (the number of phases N = 2). Insights to extend the study to multi-phase composites
will be provided at the end of the section.

The key idea consists in replacing the usual representation of a domain S 2 Rd by an implicit
representation, as the negative sub-domain of an auxiliary scalar function � defined on the whole
space Rd (for practical numerical cases, � will be defined on a large but bounded domain, referred
to as working or design domain D). The function � is sometimes referred to as a level set function
for S . More precisely, S is known via a function � : D ! R defined in eq. (2.4.1) (see also Fig. 2.5).
Let us remark that the choice of a level set function for a given shape S is not unique.
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>:

�(x) < 0 if x 2 S (material)
�(x) = 0 if x 2 @S (boundary)
�(x) > 0 if x 2 D\S (void)

(2.4.1)

Fig. 2.5: Representation of the shape S in a two-dimensional domain D: a 3D representation of the level
set sliced by the plane � = 0 projection of the level set on the Cartesian plane (center), characteristic sets
defined by the level set, i.e., void and material phases and their reciprocal boundary.

Implicitly-defined domains and geometry. Note that such a function always exists and can
be constructed using techniques of partition of unity. Although very different in appearance, the
usual and implicit descriptions of a domain are equivalent, and local geometric quantities of the
shape S can be expressed in terms of an associated level set function4.

For any point x 2 @S at which r�(x) 6= 0, the unit normal vector n(x) to @S , pointing outward, can
be expressed as follows:

n(x) =
r�(x)

|r�(x)| . (2.4.2)

Note that other formulae exist in the same spirit for different geometric quantities (including mean
curvature, Gaussian curvature of @S , etc.), however these quantities are not required in the sequel
and will not be presented here (interested readers may refer to [70] for further details).

Implicit description of the evolution. For a domain S(t) that evolves in the time interval t =
[0,T ] under a velocity field ✓(t, x), let �(t, x(t)) be a time-dependent level set function, such that
the boundary of the domain, @S(t), is given by the set of points x(t) satisfying:

�(t, x(t)) = 0, 8t 2 [0,T ].

4A detailed explanation is provided in the book of Younes [262], pages 28–29
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Implicitly-defined Shape
Shape evolution
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A simple derivation in time yields:

@�

@t
(t, x) + ẋ(t) · r�(t, x) = 0, 8t, 8x 2 @S(t). (2.4.3)

Equation (2.4.3) is a partial differential equation which describes the level set advection of the
boundary under a velocity field ẋ(t). Each point ẋ(t) 2 @S(t) satisfies a Lagrangian type differen-
tial equation: ẋ(t) = ✓(t, x(t)). Including this expression in eq. (2.4.3) hence yields:

@�

@t
(t, x) + ✓(t, x(t)) · r�(t, x) = 0, 8t, 8x 2 @S(t), (2.4.4)

which can be extended in the whole computational domain D, since the same reasoning is valid
for any value c of the level set �(t, x(t)) = c . If only the normal component of the velocity field is
of interest, like in shape optimisation, the advection velocity can be written as:

✓(t, x) = V (t, x)n(t, x), (2.4.5)

where V (t, x) is a velocity scalar field, whereas n(t, x) is the unit normal vector, defined in
eq. (2.4.2). Then, eq. (2.4.4) takes the form of a Hamilton-Jacobi equation:

@�

@t
(t, x) + V (t, x) |r�(t, x)| = 0, 8t, 8x 2 D. (2.4.6)

The method used to solve equation (2.4.6) depends on the discretisation of the level set function.

• A rather common choice is to mesh the domain D once and for all using a structured grid and
utilize finite difference schemes to approximate the differential operators. This is for instance
the method that was selected in the study of chapter 3. A robust, explicit, second-order scheme
developed by Osher and Sethian [188] has been used to solve (2.4.6) under a CFL5 condition
for the time step.

• Another choice is to use an unstructured mesh and possibly also adjust it so that the zero
level set is explicitly discretised [43]. This method is much more complex from a point of view
of numerical implementation, however it presents at the same time many benefits compared
to the classical one, especially in problems where the knowledge of the exact position of the
boundary plays an important role. For such a method, other schemes have been developed,
based mainly on the method of characteristics. We address the interested reader to [43, 71]
and to the references therein for more information about the level set method using unstructured
meshes. In chapter 7, we solve (2.4.6), relying on the advect package, developed by Bui,
Dapogny and Frey (refer also to their associated article [43]), which is based upon the method
of characteristics.

Initialising level set functions: signed-distance function. Up to this point, the level set func-
tion was introduced as a generic function, without giving any specific information about it: in fact,
many level set functions can be associated to a domain D ⇢ Rd . Yet, it is well-known since
the early hours of the level set method [63, 188] that during evolution, the level set function may
become too steep or flat, even if it starts from a smooth initialisation. This in turn may cause
instabilities in locating accurately @S , or difficulties in the computation of the normal vector or cur-
vatures of @S by means of formulae such as (2.4.2) (also see [186]). A way to guarantee the level
sets’ smoothness is to reinitialize it periodically as the signed distance function to the domain S .

5Courant–Friedrichs–Lewy
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Shape optimization
Algorithm

or, for an advection velocity of the type ✓(s) = V (s)n(s), we have:

J 0(S)(Vn) =

Z

�S

V (s) f (s) ds.

Instead of choosing V (s) = �f (s), the extended velocity V (x) in the Hamilton–Jacobi equation
(2.4.6) is chosen as the unique solution to the following problem expressed in its variational for-
mulation:

Z

D

�
↵2 rV (x) · rW (x) + V (x)W (x)

�
dx =

Z

�S

W (s) f (s) ds 8W 2 H1(D), (2.4.12)

where ↵ 2 R+⇤ is a small positive scalar (of the order of the mesh size) to control the regularisation
width and take W = �V . This operation reveals that:

J 0(S)(Vn) = �
Z

D

�
↵2|rV |2 + V 2

�
dx (2.4.13)

which guarantees again a descent direction for J . Interested readers may refer to the works of
de Gournay [73] for a discussion over the importance of this procedure in the context of shape
optimisation.

2.4.3 Numerical algorithm

We recall that the information given from the shape gradient is local, i.e., it refers to a neighbour-
hood around the current shape. Therefore, an iterative algorithm needs to be constructed so as
to minimise progressively the cost functional. Using a simple steepest descent algorithm, which
guarantees the decrease of the cost functional at each time step, the optimisation algorithm has
the following structure:

Data: Initialise a level set function �0 corresponding to an initial shape S0;
for k � 0 iterate until convergence do

Redistance �k into the signed distance function dSk using eq. (2.4.9);
Compute uk and pk , solutions of the state (2.3.9) and adjoint (2.3.10) equations for the
domain Sk ;

Compute the shape gradient J (Sk)(✓k) for the domain Sk using eq. (2.4.13);
Deform the domain Sk by solving the Hamilton-Jacobi equation (2.4.6);
// Shape Sk+1 is characterised by the level set �k+1 after a time step �tk
// The time step �tk is chosen so that J (Sk+1)  J (Sk)

end
Algorithm 1: Major steps of a topology optimisation algorithm, adapted from the work of
Allaire, Jouve and Toader [14].

Stopping criteria. Several convergence criteria can be adopted, which usually test the de-
crease in the objective function and the total advection time, i.e., the algorithm terminates when
|J (Sk+1) � J (Sk)| < ✏k and �tk < tlim, where ✏k and tlim are user defined scalar parameters.
Since their choice is not a priori obvious, it is also common practise to set a computational cost
criterion in terms of total number of iterations.

Sensitivity to initial guesses. As we already mentioned in the previous section, it is well known
that problems of designing optimal microstructures do not possess a global minimum [9]. As a
result initial starting shapes/guesses �0 have a considerable effect on the final design of the
micro-structure. Furthermore, they may lead the algorithm towards non-physical shapes (e.g.,
disconnected materials island in a void matrix), or to shapes representing local minima, yet very
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Since its appearance, it has been applied in a wide variety of fields, ranging from the computa-
tional fluid dynamics, mechanics, structural optimisations [187], to image processing, computer
graphics and meshing (interested readers may look at the book of Osher and Fedkiw [186] for an
extensive discussion on the topic).

For the sake of simplicity, let us first consider the simple yet fundamental case of a bi-phase
composite (the number of phases N = 2). Insights to extend the study to multi-phase composites
will be provided at the end of the section.

The key idea consists in replacing the usual representation of a domain S 2 Rd by an implicit
representation, as the negative sub-domain of an auxiliary scalar function � defined on the whole
space Rd (for practical numerical cases, � will be defined on a large but bounded domain, referred
to as working or design domain D). The function � is sometimes referred to as a level set function
for S . More precisely, S is known via a function � : D ! R defined in eq. (2.4.1) (see also Fig. 2.5).
Let us remark that the choice of a level set function for a given shape S is not unique.

� > 0

� = 0

� < 0

S

8
><

>:

�(x) < 0 if x 2 S (material)
�(x) = 0 if x 2 @S (boundary)
�(x) > 0 if x 2 D\S (void)

(2.4.1)

Fig. 2.5: Representation of the shape S in a two-dimensional domain D: a 3D representation of the level
set sliced by the plane � = 0 projection of the level set on the Cartesian plane (center), characteristic sets
defined by the level set, i.e., void and material phases and their reciprocal boundary.

Implicitly-defined domains and geometry. Note that such a function always exists and can
be constructed using techniques of partition of unity. Although very different in appearance, the
usual and implicit descriptions of a domain are equivalent, and local geometric quantities of the
shape S can be expressed in terms of an associated level set function4.

For any point x 2 @S at which r�(x) 6= 0, the unit normal vector n(x) to @S , pointing outward, can
be expressed as follows:

n(x) =
r�(x)

|r�(x)| . (2.4.2)

Note that other formulae exist in the same spirit for different geometric quantities (including mean
curvature, Gaussian curvature of @S , etc.), however these quantities are not required in the sequel
and will not be presented here (interested readers may refer to [70] for further details).

Implicit description of the evolution. For a domain S(t) that evolves in the time interval t =
[0,T ] under a velocity field ✓(t, x), let �(t, x(t)) be a time-dependent level set function, such that
the boundary of the domain, @S(t), is given by the set of points x(t) satisfying:

�(t, x(t)) = 0, 8t 2 [0,T ].

4A detailed explanation is provided in the book of Younes [262], pages 28–29
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Fig. 7. Example 1: The design process of the multi-layer material at different iteration steps in the design domain Y . The unit cell was optimized
so that the resulting macro-structure attains an apparent Poisson’s ratio ⌫⇤ = �1. The different colors represent the different Young moduli of the

material: Young modulus of 1.82, Young modulus of 0.91, void.

398 G. Nika and A. Constantinescu / Computer Methods in Applied Mechanics and Engineering 346 (2019) 388–409

Fig. 7. Example 1: The design process of the multi-layer material at different iteration steps in the design domain Y . The unit cell was optimized
so that the resulting macro-structure attains an apparent Poisson’s ratio ⌫⇤ = �1. The different colors represent the different Young moduli of the

material: Young modulus of 1.82, Young modulus of 0.91, void.

398 G. Nika and A. Constantinescu / Computer Methods in Applied Mechanics and Engineering 346 (2019) 388–409

Fig. 7. Example 1: The design process of the multi-layer material at different iteration steps in the design domain Y . The unit cell was optimized
so that the resulting macro-structure attains an apparent Poisson’s ratio ⌫⇤ = �1. The different colors represent the different Young moduli of the

material: Young modulus of 1.82, Young modulus of 0.91, void.

398 G. Nika and A. Constantinescu / Computer Methods in Applied Mechanics and Engineering 346 (2019) 388–409

Fig. 7. Example 1: The design process of the multi-layer material at different iteration steps in the design domain Y . The unit cell was optimized
so that the resulting macro-structure attains an apparent Poisson’s ratio ⌫⇤ = �1. The different colors represent the different Young moduli of the

material: Young modulus of 1.82, Young modulus of 0.91, void.



Optimal Poisson ratio 
Plane orthotropic materials

F. Agnelli, A. Constantinescu, G. Nika 6

Ct CH(Ê) ‹t ‹H Shape Ê

S

WU
0.1 ≠0.1 0

≠0.1 0.1 0
0 0 G

T

XV

S

WU
0.12 ≠0.05 0

≠0.05 0.04 0
0 0 0.006

T

XV ≠1. {≠1.25, ≠0.42}

S

WU
0.1 ≠0.1 0

≠0.1 0.1 0
0 0 G

T

XV

S

WU
0.12 ≠0.05 0

≠0.05 0.12 0
0 0 0.003

T

XV ≠1. ≠0.42

S

WU
0.2 ≠0.1 0

≠0.1 0.2 0
0 0 G

T

XV

S

WU
0.19 ≠0.09 0

≠0.09 0.19 0
0 0 0.6

T

XV ≠0.5 ≠0.47

Table 1: From left column to right column: target elastic sti�ness tensor Ct, final elastic tensor
CH(Ê), target Poisson’s ratio ‹t, final e�ective Poisson’s ratio ‹H unit cell shape Ê for the discussed
examples. Let us remark that the bottom two structures on the right column carry cubic symmetry,
while the top structure on the right column carries orthotropic symmetry.

(a) (b) (c)
Material
Void

Figure 2: Initial and final shape of the microstructures: (a) initial shape consisting of a series of
”circular”micro-perforations (b) final, optimal, shape of the unit cell after 100 iterations (c) final,
optimal, shape of the periodic material.

The final shape can be characterized as an re-entrant honeycomb structure and looks similar to the
designs imagined by Almgren [6]. Its homogenized coe�cients, displayed in Table 1, show that the
structure exhibits an e�ective orthotropic behaviour and a simple calculation yields ‹12 = ≠1.25 and
‹21 = ≠0.42. Hence, the expansion of the structure along the Oy axis when stretched in the Ox axis
is larger the expansion along the Ox axis when stretched in the Oy axis. This non-symmetric e�ect
has been enabled as the symmetry relation was only imposed along the Oy axis in the algorithm.

The convergence history of the cost-functional and of the volume constraint displayed in Figure 3
shows that the target coe�cient got stabilized in slightly more than 20 iteration and that the later
iteration contributed only to small improvements without bringing the cost functional to less than
0.06 which corresponds to 92% decrease of the initial value. The gap with respect to the target
moduli can be read from Table 1. It is interesting to remark, that the final optimized microstructure
has a shear moduli close to 0. However, the final e�ective Poisson’s ratio is close to the set target as
will be discussed in the comparison with the printed samples. The volume constraint has a di�erent
evolution than the cost-functional with an initial increase given by the initial evolution of the holes
and then a fast and a slow evolution which lies within the proposed range of the constraint.

DOI 10.20347/WIAS.PREPRINT.2624 Berlin 2019

Design and testing of 3D-printed micro-architectured polymer materials 11

Example 1: Input design Example 1: Fabricated result

Example 2: Input design Example 2: Fabricated result

Example 3: Input design Example 3: Fabricated result

Figure 8: Fabricated specimen from the examples of section 2. Digital image fed into the 3D printer
(left) and final printed specimen (right). The red coloured unit cells were the cells observed during
the DIC measurements.
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the two-dimensional problems in the case of an orthotropic tensor:

0

B@
⌃11

⌃22

⌃12

1

CA =

0

BB@

C⇤
1111 C⇤

1122 0

C⇤
1122 C⇤

2222 0

0 0 C⇤
1212

1

CCA

0

B@
"x11

"x22

2 "x12

1

CA (1.3.1)

Alternatively, the effective strain could be expressed as a function of the effective stress with the
following effective material tensor:
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where E⇤
i

denote the homogenised Young moduli, ⌫⇤
ij

denote the apparent Poisson’s ratios and G⇤
ij

denotes the homogenised shear modulus. Note that these coefficients can equally be denoted by
effective, to highlight their reference to the homogenised unit cell. Let us further remark, that by
symmetry of the elastic compliance matrix, the following ratios have to be equal:

⌫⇤
12

E⇤
1

=
⌫⇤
21

E⇤
2

.

The elastic moduli C⇤
ijk` in eq. (1.3.1) can be expressed in terms of the compliance moduli, i.e.,

Young moduli and Poisson’s ratios from the inversion of the corresponding compliance tensor:

C⇤
1111 =
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1
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21 E
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⇤
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.

Finally, a simple calculation immediately yields a relation between the stiffness coefficients and
the the apparent Poisson’s ratios:

⌫⇤
12 =

C⇤
1122

C⇤
2222

, ⌫⇤
21 =

C⇤
1122

C⇤
1111

. (1.3.2)

For material behaviour carrying orthotropic symmetry, it is recalled that ⌫⇤
12 characterises the

contraction of the structure in the direction of Oy axis when the cell stretched in the direction of
Ox axis and in general ⌫⇤

12 6= ⌫⇤
21. However, in the special case of materials obeying “quadratic”

symmetry (i.e., transverse isotropy by looking at the three-dimensional problem), we have C⇤
1111 =

C⇤
2222 and we trivially obtain that E⇤

1 = E⇤
2 = E⇤ and ⌫⇤

12 = ⌫⇤
21 = ⌫⇤.

Since the material tensor characterising the microstructure is positive definite, then C⇤ is also
positive definite by construction. In terms of the physical parameters E⇤

1 , E⇤
2 , ⌫⇤

12 and ⌫⇤
21, the

positive definiteness of the effective material tensor requires that the stiffness tensor is positioned
with the stability bounds (see the works of Ting and Chen [237] for a detailed discussion). As
theses bounds hold for any elastic stiffness tensor C which carries an orthotropic symmetry, we
drop the superscript “⇤” in the following equation5:

|⌫12| 
r

E1

E2
, |⌫21| 

r
E2

E1
, 1 � ⌫12 ⌫21 > 0. (1.3.3)

In Fig. 1.4 we plot the Poisson’s ratios against the stability bounds of certain optimal shapes from
some recent articles published and see how they compare with our own optimised microstructures
from chapter 3. A material that would have E1 = E2 and ⌫21 = ⌫12 = ⌫ = �1 would fall on the
lower stability bound. From the graph of Fig. 1.4, we understand that the structure has to loose its
“quadratic” symmetry and accept an important stiffness unbalance between the directions 1 and
2, expressed by the ratio E2/E1 to reach one extreme negative Poisson’s ratio.
5Theses relations are obtained by computing the eigenvalues of C⇤, and ensuring that they remain strictly positive.
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with the stability bounds (see the works of Ting and Chen [237] for a detailed discussion). As
theses bounds hold for any elastic stiffness tensor C which carries an orthotropic symmetry, we
drop the superscript “⇤” in the following equation5:
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In Fig. 1.4 we plot the Poisson’s ratios against the stability bounds of certain optimal shapes from
some recent articles published and see how they compare with our own optimised microstructures
from chapter 3. A material that would have E1 = E2 and ⌫21 = ⌫12 = ⌫ = �1 would fall on the
lower stability bound. From the graph of Fig. 1.4, we understand that the structure has to loose its
“quadratic” symmetry and accept an important stiffness unbalance between the directions 1 and
2, expressed by the ratio E2/E1 to reach one extreme negative Poisson’s ratio.
5Theses relations are obtained by computing the eigenvalues of C⇤, and ensuring that they remain strictly positive.
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Alternatively, the effective strain could be expressed as a function of the effective stress with the
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denote the homogenised Young moduli, ⌫⇤
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denote the apparent Poisson’s ratios and G⇤
ij

denotes the homogenised shear modulus. Note that these coefficients can equally be denoted by
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some recent articles published and see how they compare with our own optimised microstructures
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Fig. 1.5: Milton–Kohn bounds [169] for different values of E1 represented by coloured solid lines, plotted for
the three microstructures of chapter 3. The dashed black line are the thermodynamic bounds derived from
eq. (1.3.3). In (a) note that the re-entrant honeycomb structure which caries orthotropic symmetry is close
to attain the lower bound, while in (b), (c) we can see where the microstructures with quadratic symmetry fall
with respect to the bounds.
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Fig. 1.5: Milton–Kohn bounds [169] for different values of E1 represented by coloured solid lines, plotted for
the three microstructures of chapter 3. The dashed black line are the thermodynamic bounds derived from
eq. (1.3.3). In (a) note that the re-entrant honeycomb structure which caries orthotropic symmetry is close
to attain the lower bound, while in (b), (c) we can see where the microstructures with quadratic symmetry fall
with respect to the bounds.
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Optimised microstructure for Extention - Bending Coupling

(a) (b) (c)

Figure 13: Optimally designed periodic panels accounting for bending-stretch e↵ects. The attained volume fraction is 0.48, which corresponds to
lower bound of the volume interval set. Images (a) and (c) show the top and bottom of the periodic cell, while image (b) shows a bird’s eye view
of the cell.

(a) (b) (c)

(d) (e) (f)

Figure 14: 4 ⇥ 5 periodically assembled panel from the shape of Figure 13. Image (a) corresponds to its reference flat configuration. The panel is
submitted to an uniaxial tensile load along Ox up to 10% macroscopic strain. Image (b) depicts the deformed state computed on the complete panel
while image (c) shows its macroscopic response assuming the homogeneous equivalent plate model with the coe�cients of Table 3. The observed
deformed shape is a saddle. The out-of-plane displacement is plotted as a color map on the deformed panel. It is recalled that the simulation was
conducted in small strain, hence the out of plane response is proportional to the in-plane loading. The boundary conditions for the image (b) and
(c) are reported in Figure 5.

The convergence history of the cost functional and of the volume constraint displayed in Figure 12(a) shows that the245

shape gets stabilised in the very first 10 iterations, while the later iteration contributed only to small improvements246

without bringing the cost functional to less than 4 ⇥ 10�3. Although the gain in the cost functional gets decreased247

18

(a) (b) (c)

Figure 16: Optimally designed periodic panels accounting for bending-stretch e↵ects mimicking a pantograph structure. The attained volume
fraction is 30%, which corresponds to lower bound of the volume interval set. Images (a) and (c) show the top and bottom of the periodic cell,
while image (b) shows a bird’s eye view of the cell.

(a) (b) (c)

(d) (e) (f)

Figure 17: 4 ⇥ 5 periodically assembled panel from the shape of Figure 16. Image (a) corresponds to its reference flat configuration. The panel is
submitted to an uniaxial tensile load along Ox up to 10% macroscopic strain. Image (b) depicts the deformed state computed on the complete panel
while image (c) shows its macroscopic response assuming the homogeneous equivalent plate model with the coe�cients of Table 4. The observed
deformed shape is a saddle. The out-of-plane displacement is plotted as a color map on the deformed panel. It is recalled that the simulation was
conducted in small strain, hence the out of plane response is proportional to the in-plane loading. The boundary conditions for the image (b) and
(c) are reported in Figure 5.

Supplementary material310

Supplementary material is available for this paper.311
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Figure 7: Optimally designed periodic panels accounting for extension–bending coupling e↵ects, with an attained volume fraction of 0.5. Images
(a) and (c) show the front and rear isometric view of the periodic cell, while image (b) shows a bird’s eye view of the cell.

(a) (b) (c)

(d) (e) (f)

Figure 8: 4 ⇥ 5 periodically assembled panel from the shape of Figure 7. Image (a) corresponds to its reference flat configuration. The panel is
submitted to an uniaxial tensile load along Ox up to 10% macroscopic strain. Image (b) depicts the deformed state computed on the complete panel
while image (c) shows its macroscopic response assuming the homogeneous equivalent plate model with the coe�cients of Table 1. The observed
deformed shape is a saddle. The out-of-plane displacement is plotted as a color map on the deformed panel. It is recalled that the simulation was
conducted in small strain, hence the out of plane response is proportional to the in-plane loading. The boundary conditions for the image (b) and
(c) are reported in Figure 5.
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Fig. 1. Architectured panel ⌦ with a periodic arrangement of 5 ⇥ 5 unit cells. The unit cells are composed of structural shells parametrized by b-spline surfaces.
The thickness of the shell t is not depicted (only the mid-surface is shown). The displayed unit cell is obtained following the procedure described in Section 2. It
has an aspect ratio h⇤ = h/` = 0.3.

Fig. 2. B-spline parametrization. (a) Class of architected materials, inspired by Clausen et al. [52]. The boxed branches on the bottom left are the most basic pattern
required to reconstruct the whole unit cell. (b) elementary pattern parametrized using b-spline and their control points (CP). (c) B-spline surface built upon the
uniform distribution of the CP in (b) along the thickness. (d) Coordinates of the CP defining each of the five b-spline curves needed to build the surface. The value
report regards a cell of characteristic length ` = 1.

The analysis is based on finite element computations and is
conducted using the solver Cast3M 2018 (www-cast3m.cea.fr).
The parametric b-spline surfaces are triangulated by discrete
Kirchhoff triangular (DKT) shell elements [61,62] to generate a
discrete shell model. The ribbon material is considered to be
elastic, isotropic and quasi-incompressible, with parameters E0 =
0.7599 MPa and ⌫0 = 0.49. They yield a normalized in-plane elas-
tic stiffness in tension, i.e. A0

1111 = A0
2222 = 1.0 MPa (under plane

stress assumption) which simplifies the analysis for applications
under an assumption of a linear elastic behaviour.

Displacement and rotation are vector valued functions in the
cartesian system of coordinates (e1, e2, e3). For convenience, in-
plane displacements will denote the components along e1 or e2,
while displacements along e3 are referred to as out of plane
displacement. Meanwhile, rotations of cross sections around e3
are denoted as in-plane rotations, while rotations around e1 or
e2 are referred to as out of plane rotations and characterize the
bending deformation of the panel.

3.1. Deformation mechanisms of undulated ribbons

In order to understand the EBC effect, we propose to compare
the kinematic deformations patterns of single undulated ribbon
oriented along e1 under a uniaxial tensile load, with the defor-
mation of the same ribbon connected with a transverse ribbon

respecting the architecture of the panel. For all cases the effective
strain reaches 10% and is applied assuming periodic boundary
conditions and planes of symmetry as depicted for different cases
in Fig. 3, which resumes the computations.

For the single ribbon, computed components of rotations and
displacement fields along e3 are displayed in Fig. 3(a, d). As the
ribbon elongates, the initial in-plane corrugations unfold through
a bending mechanism about the e3 axes and align with the
loading direction e1. The bending is localized in the regions with a
vertical cross-section oriented along e3 which exhibit an in plane
rotation. These regions are denoted as ‘‘faces’’ that bend about
e3 in Fig. 3(a)). In the zone of ribbon crossing, the displacement
of the ribbon stays in-plane, with u3 ⇡ 0, as illustrated in
Fig. 3(d)). Furthermore the out of plane rotations are vanishing
and the in plane rotation is constant, characterizing the in-plane
deformation of the ribbon and the absence of bending. Next,
Fig. 3(b, e) exhibits the results of the tension of the same ribbon
connected with a free transverse ribbon and show that the system
will equally remain in-plane and will not bend out of plane.
As expected, the transverse ribbon will simply rotate in plane
as imposed by the crossing line of the longitudinal ribbon, as
discussed before. See Fig. 3(b) for details.

For connected ribbons, with an imposed symmetry boundary
conditions at the extremities of the transverse ribbon, an out-
of-plane bending is revealed, as shown in Fig. 3(c,f). Now, upon
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are denoted as in-plane rotations, while rotations around e1 or
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In order to understand the EBC effect, we propose to compare
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oriented along e1 under a uniaxial tensile load, with the defor-
mation of the same ribbon connected with a transverse ribbon

respecting the architecture of the panel. For all cases the effective
strain reaches 10% and is applied assuming periodic boundary
conditions and planes of symmetry as depicted for different cases
in Fig. 3, which resumes the computations.

For the single ribbon, computed components of rotations and
displacement fields along e3 are displayed in Fig. 3(a, d). As the
ribbon elongates, the initial in-plane corrugations unfold through
a bending mechanism about the e3 axes and align with the
loading direction e1. The bending is localized in the regions with a
vertical cross-section oriented along e3 which exhibit an in plane
rotation. These regions are denoted as ‘‘faces’’ that bend about
e3 in Fig. 3(a)). In the zone of ribbon crossing, the displacement
of the ribbon stays in-plane, with u3 ⇡ 0, as illustrated in
Fig. 3(d)). Furthermore the out of plane rotations are vanishing
and the in plane rotation is constant, characterizing the in-plane
deformation of the ribbon and the absence of bending. Next,
Fig. 3(b, e) exhibits the results of the tension of the same ribbon
connected with a free transverse ribbon and show that the system
will equally remain in-plane and will not bend out of plane.
As expected, the transverse ribbon will simply rotate in plane
as imposed by the crossing line of the longitudinal ribbon, as
discussed before. See Fig. 3(b) for details.

For connected ribbons, with an imposed symmetry boundary
conditions at the extremities of the transverse ribbon, an out-
of-plane bending is revealed, as shown in Fig. 3(c,f). Now, upon

3



Ribbon Network

Agnelli et al. doi.org/10.1016/j.eml.2020.101089 

F. Agnelli, M. Tricarico and A. Constantinescu Extreme Mechanics Letters 42 (2021) 101089

Fig. 1. Architectured panel ⌦ with a periodic arrangement of 5 ⇥ 5 unit cells. The unit cells are composed of structural shells parametrized by b-spline surfaces.
The thickness of the shell t is not depicted (only the mid-surface is shown). The displayed unit cell is obtained following the procedure described in Section 2. It
has an aspect ratio h⇤ = h/` = 0.3.

Fig. 2. B-spline parametrization. (a) Class of architected materials, inspired by Clausen et al. [52]. The boxed branches on the bottom left are the most basic pattern
required to reconstruct the whole unit cell. (b) elementary pattern parametrized using b-spline and their control points (CP). (c) B-spline surface built upon the
uniform distribution of the CP in (b) along the thickness. (d) Coordinates of the CP defining each of the five b-spline curves needed to build the surface. The value
report regards a cell of characteristic length ` = 1.

The analysis is based on finite element computations and is
conducted using the solver Cast3M 2018 (www-cast3m.cea.fr).
The parametric b-spline surfaces are triangulated by discrete
Kirchhoff triangular (DKT) shell elements [61,62] to generate a
discrete shell model. The ribbon material is considered to be
elastic, isotropic and quasi-incompressible, with parameters E0 =
0.7599 MPa and ⌫0 = 0.49. They yield a normalized in-plane elas-
tic stiffness in tension, i.e. A0

1111 = A0
2222 = 1.0 MPa (under plane

stress assumption) which simplifies the analysis for applications
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plane displacements will denote the components along e1 or e2,
while displacements along e3 are referred to as out of plane
displacement. Meanwhile, rotations of cross sections around e3
are denoted as in-plane rotations, while rotations around e1 or
e2 are referred to as out of plane rotations and characterize the
bending deformation of the panel.

3.1. Deformation mechanisms of undulated ribbons

In order to understand the EBC effect, we propose to compare
the kinematic deformations patterns of single undulated ribbon
oriented along e1 under a uniaxial tensile load, with the defor-
mation of the same ribbon connected with a transverse ribbon

respecting the architecture of the panel. For all cases the effective
strain reaches 10% and is applied assuming periodic boundary
conditions and planes of symmetry as depicted for different cases
in Fig. 3, which resumes the computations.

For the single ribbon, computed components of rotations and
displacement fields along e3 are displayed in Fig. 3(a, d). As the
ribbon elongates, the initial in-plane corrugations unfold through
a bending mechanism about the e3 axes and align with the
loading direction e1. The bending is localized in the regions with a
vertical cross-section oriented along e3 which exhibit an in plane
rotation. These regions are denoted as ‘‘faces’’ that bend about
e3 in Fig. 3(a)). In the zone of ribbon crossing, the displacement
of the ribbon stays in-plane, with u3 ⇡ 0, as illustrated in
Fig. 3(d)). Furthermore the out of plane rotations are vanishing
and the in plane rotation is constant, characterizing the in-plane
deformation of the ribbon and the absence of bending. Next,
Fig. 3(b, e) exhibits the results of the tension of the same ribbon
connected with a free transverse ribbon and show that the system
will equally remain in-plane and will not bend out of plane.
As expected, the transverse ribbon will simply rotate in plane
as imposed by the crossing line of the longitudinal ribbon, as
discussed before. See Fig. 3(b) for details.

For connected ribbons, with an imposed symmetry boundary
conditions at the extremities of the transverse ribbon, an out-
of-plane bending is revealed, as shown in Fig. 3(c,f). Now, upon
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Fig. 3. Numerical results on ribbon blocks subjected to periodic boundary conditions, loaded in tension up to 10% effective strain. The aspect ratio is h⇤ = h/` = 0.3
and the normalized thickness is t⇤ = t/` = 0.05. In all figures, the deformed along the direction e3 is amplified ten times. (a–c) In-plane rotation field r3 (about e3)
plotted as a colour map on the deformed ribbon. The colour bar on the left applies to the three cases. (d–f) Out of plane displacement field u3 (normalized by `)
plotted as a colour map on the deformed ribbon. The colour bar on the left applies to the three cases. (a, d) Uniaxial response of a single undulated ribbon. (b, e) Are
the same as (a, d), but we attach a transverse undulated ribbon. The free transverse ribbon undergoes a in plane rotation about the e3 axis, but no significant out of
the plane displacement is reported. (c, f) The transverse ribbon is submitted to a symmetry condition (u2 = 0, r3 = 0), which reveals an out of plane displacement
u3. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

pulling on the longitudinal ribbon, the transverse ribbons is also
submitted to a bending load along e3. As the longitudinal ribbon
elongates, both in plane and out of plane bending of the trans-
verse ribbon is observed about the e3 and e1 axes respectively. In
other words, the longitudinal ribbon is tilted at the connection
line, yielding out of plane deflection in the transverse ribbon
(Fig. 3(f)). We conclude that the shifting mechanism is driven by
the coupled in-plane and out of plane bending occurring inside
the ribbons.

3.2. From undulated ribbons to architectured unit cells

The quantitative estimation of the EBC effect can be obtained
analysing the effective material behaviour, i.e. obtained as the
ratio of the averaged stiffness and strain over the unit cells. The
precise technique is defined by the two-scale homogenization
method applied to periodic plates. Due to the great number of
unit cells in ⌦ , the dimension of the periodic cells ` is assumed
to be much smaller than L (i.e. `/✏ = O(L), where ✏ tends to 0),
but is assumed to be comparable to h (i.e. ` = O(h)). Furthermore,
the thickness t is assumed to be much smaller than ` and h (so
that we verify the shell assumption). In practice, we assume:

0.1  h⇤  10, t⇤  5h⇤. (3.1)

To interpret the observed bending in terms of effective material
parameters, we need to map the behaviour within the classical
Kirchhoff–Love plate theory (see Appendix A for a short recall).
The constitutive behaviour of a general thin plate reads:

N
M

�
=


A B
B D

�
µ
�

�
(3.2)

where N and M are the membrane stress and bending moments
per unit width. Units are: [N ] = N.m�1 and [M] = N. The plate
kinematic is described by the in-plane (membrane) strains µ and
the out-of-plane curvatures �. Units are: [µ] = m.m�1 and [�] =
m�1. The tensor A describes the in-plane behaviour, the tensor D
describes the bending behaviour, and their coupling is expressed
through the tensor B. Units are: [A] = N.m�1, [B] = N and [D] =
N.m. Note that in most engineering applications, where panels
feature symmetric geometry and material distribution along the
thickness, normal and shear behaviour get uncoupled for the
membrane part, yielding B = 0.

Homogenization of plates with periodic microstructure was
first studied in [63] and [64]. A short recall on the derivation of
the linearized effective equations for infinitesimal deformation of
panel with periodic microstructure is provided in the Appendix B,
while interested readers may refer to [65,66] for more extended
explanations. Assuming a composite panel made of two isotropic
phases (material and void in this case), the constitutive behaviour
for Kirchhoff–Love thin plate exhibits an orthotropic behaviour in
the most general case [65], hence it reads in its component form:
"
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Isogeometric Analysis - Thick Shell
Stiffness Optimization with volume constraintThis discretization strategy yielded a total of 22560 elements across all patches. The

thickness of the shells was uniformly set at ✏ = 0.1 and the Lagrange multiplier was
established at ⇤ = 4.5 · 103

Figure 20: Example 6 - torsion of a cylinder. From left to right: the optimization domain, the initial
deformed shape with the applied loads and the final optimal deformed solution found after 187 iterations.
The blue zones on the left geometry represent the sti↵ness region for the regularization problem. The
colors on both deformed configurations are set using the same scale and correspond to the magnitude of
the displacement field.

In Figure 21, one can visualize the evolution of the algorithm through the plots of
the objective function, the compliance and the volume, as they vary with the increasing
number of iterations. This figure highlights three pivotal stages of this evolution, observed
at iterations 6, 22, and 71. One can remark that by iteration 71 one obtains a similar
shape to that of the final optimum shape achieved at iteration 187.

Figure 21: Example 6 - torsion of a cylinder. The evolution of the objective function, the compliance and
the volume with the increasing number of iterations shows the convergence of the optimization process.
The evolution of the shape is displayed at iterations 6, 22 and 71

6.7. Extracting the solution as a CAD

As detailed in Section 3, the method subject of this study facilitates the extraction of
domain boundaries in the form of CAD curves and trimmed surfaces. In Figure 22, we
present an application of the procedure proposed in algorithm (1) for one of the patches
of the Example 4. One can visualize the level set function with its CAD representation,
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present an application of the procedure proposed in algorithm (1) for one of the patches
of the Example 4. One can visualize the level set function with its CAD representation,
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Fig. 7. (a) Electron Backscatter Diffraction of a specimen from bidirectionally-printed single-track thickness 316L stainless steel wall built
by directed energy deposition (see [56]), and a zoom showing the interfaces between layers, clusters of small grains at interfaces and
the morphological grain angles for both direction of printing. (b) Example of a corresponding synthetic multi-phase sample imitating
polycrystalline grain texture in a manufactured material (not calibrated design parameters, 10 phases).

Fig. 8. Example of the octet-truss lattice structure (generated using the surrogate model): (a) “as-designed”, (b) “as-manufactured”.

4. Calibration and prediction for octet-truss lattice

In this section, we demonstrate the calibration of a surrogate material model. To do this, we solve an optimization
problem for finding the optimal design parameters of the model, minimizing the misfit between the synthetic model
and the target material using a set of statistical/geometrical descriptors. Then, we proceed with an application of the
surrogate material in stochastic homogenization. We use the calibrated model to generate an arbitrary number of
synthetic samples within a Monte Carlo simulation for uncertainty quantification of the material effective properties.

In what follows, for our numerical experiments, we focus on a particular structure: octet-truss lattice cell
(see Example 5). Owing to the manufacturing process, the resulting structure is perturbed by imperfections (see,
e.g., Fig. 8) that strongly affect the properties of the manufactured material and produce uncertainties in the material
behavior to be characterized hereafter by its elasto-plastic response. In particular, the difference in the effective
properties of as-designed and as-manufactured octet-truss lattices has been studied in [20,58].

4.1. Calibration of the model parameters

We consider the following stochastic optimization problem:

min
✓

E! [J (✓, !)] , (6)

where by J we denote a distance measure between a surrogate sample ! and the data. In order to define such a
measure, we use a set of geometrical descriptors {di }. The explicit choice of descriptors will be discussed below.
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�(x; ✓,!) = (1� ↵) · �1(x; ✓,!) + ↵ · �2(x; ✓,!)
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Figure 1: Visual scheme of the model calibration process. The target material distribution ϕ∗ is unknown, however, a limited number of its samples (data) is given.
In order to construct a surrogate which imitates the statistical properties of the target, we calibrate the design parameters θ of the surrogate model ϕθ minimizing the
expectation of the misfit J between the synthetic samples (indexed by ω) and the data.

u2 are statistically independent. The parameter α ∈ [0; 1] de-
fines the perturbation level, controlling the contribution of each
term. In particular, α = 0 corresponds to a structure without
imperfections, and α = 1 to an unstructured statistically homo-
geneous random media.

3.1. Perturbation field. Gaussian model

We define the intensity perturbation u2 as a centered Gaus-
sian random field with a given covariance function C(xxx,yyy) :=
E[u2(xxx) u2(yyy)]. As u2 is already scaled with α in (2), we can
assume without loss of generality that it has unit marginal vari-
ance C(xxx, xxx) = 1 for all xxx. Moreover, we assume that the ran-
dom field u2 is statistically homogeneous (stationary), that is,
the covariance function is of the form C(xxx,yyy) = C(xxx − yyy).

A stationary Gaussian random field u2 can be formally writ-
ten as a convolution; see [44]:

u2(xxx) = C 1
2
∗ η(xxx), (3)

xxx ∈ Ω, where ∗ denotes the convolution product in R3, and η
denotes the white Gaussian noise in R3 [25, 31]. The convolu-
tion kernel C 1

2
is the square root of the the covariance operator

in the sense that C 1
2
∗ C 1

2
= C.

The covariance function defines how the values u2(xxx) are
correlated at distinct points xxx. We will consider herein a sta-
tionary covariance function of the form

C(xxx − yyy) =Mν













√
2ν

'
‖xxx − yyy‖













, (4)

where ‖·‖ stands for the Euclidean norm, andMν(x) is the nor-
malized Matérn kernel [38, 54]:

Mν(x) =
xνKν(x)

2ν−1Γ(ν)
.

Above, Γ(x) and Kν(x) denote the Euler Gamma function and
the modified Bessel function of the second kind [2, 59], re-
spectively. The covariance function (4) is parametrized using
two parameters: regularity ν > 0 and correlation length ' > 0,
which thus make part of the design parameters vector of the sur-
rogate model. The Matérn covariance is widely used in statis-
tics [54, 24], geostatistics [39] and machine learning [62]. It

represents a large class of covariance kernels, varying from the
exponential (ν = 0.5) to the squared-exponential (ν → ∞). In
particular, the parameter ν controls the regularity of the func-
tion at zero: from weak singularity to infinite smoothness. The
regularity of the kernel at the origin is directly related to the
smoothness of the level-set of the corresponding Gaussian field.
However, because of the voxelized nature of the digital samples,
the accuracy of the parameter ν is limited by the resolution of
the image. Moreover, as shown in [29], when fitting the data ta
a Matérn model, there arises a manifold of near-optimal pairs
(ν, '); see also [17]. This makes the identification of a unique
regularity ν and correlation length ' problematic.

The Gaussian model admits an efficient sampling procedure
by the spectral simulation method employing the Fast Fourier

transform (FFT) algorithm on a regular grid; see [32, 1] and
the references therein. Indeed, by the convolution theorem, the
convolution product in (3) reduces under Fourier transformation
to a point-wise product of two fields:

û(kkk) = Ĉ 1
2
(kkk) η̂(kkk),

where kkk corresponds to the wavevector, û and Ĉ denote Fourier
transforms of u and C, respectively, and the Fourier transform η̂
of the Gaussian noise is a complex Gaussian noise. The use of
the FFT algorithm makes it possible to reduce the complexity of
the generation of one sample fromO(N2) for the direct convolu-
tion approximation to O(N log N), where N corresponds to the
number of voxels. The Fourier transform in Rd of the Matérn
kernel (4) is given explicitly by

Ĉ(kkk) = |Ĉ 1
2
(kkk)|2 =

(

2π'2

ν

)
d
2 Γ(ν + d/2)

Γ(ν)

(

1 +
'2

2ν
‖kkk‖2

)−(ν+ d
2 )

,

see [8, Vol.II, section 8.13, formula (3)].

Remark 1. A remarkable feature of a Matérn kernel is the fact
that it is associated with the Green’s function for the fractional
differential equation of the form (up to a factor)

(

1 −
'2

2ν
∆

)(ν+ d
2 )/2

u2 = η,
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Material Morphology

stress). When high values correspond to plastification or failure, lower values of ξ are preferable. The
quantile VaRβ(ξ) represents the most optimistic state which can be achieved in the worst (1− β) · 100% of
possible events, while CVaRβ(ξ) represents the expected value of ξ in these events. It is known (see [60])
that CVaR can be written via a scalar minimization problem:

CVaRβ(ξ) = inf
q∈R

E

[

q +
1

1− β
(ξ − q)+

]

,

where ( · )+ := max(0, ·). Therefore, minimization of CVaR can be written in the form (6) with an additional
parameter q, which converges to the β-quantile.

5.2. Multi-phase fields

As further extension of the discussed surrogate model, one can consider a multi-phase field:

ϕ(xxx) = argmaxWWWuuu(xxx),

where uuu = {u1, . . . , un} is a vector random field, and WWW is a matrix of weights, such that WWWuuu is a vector of
intensities corresponding to n different phases. The argmax activation returns the index of the most intense
phase at the point. Its smooth approximation is based on the softmax function. We remark that for n = 2,
uuu = {u1, u2} and WWW being diagonal with the entries α − 1 and α, we recover the hybrid model (1)-(2). A
study of this extended model is a possible direction for future work. Here, we only provide a 2D example
in Figure 15 in order to outline the potential of this model in application to simulation of the morphologic
and crystallographic textures of the polycrystalline grains in the additively manufactured materials [7, 8].

(a) Synthetic grain texture (b) Real grain texture

Figure 15: (a) Example of a synthetic multi-phase sample imitating polycrystalline grain texture in a manu-
factured material (not calibrated design parameters). (b) Electron Backscatter Diffraction of a specimen from
bidirectionally-printed single-track thickness 316L stainless steel wall built by directed energy deposition (taken
from [7]), and a zoom showing the interfaces between layers, cluster of small grains at interfaces and the mor-
phological grain angles for both direction of printing.

6. Conclusion

We proposed a surrogate material model which combines the topological shape and random imperfections.
Given in a unified form, the model is able to reproduce a variety of imperfect structures: porous media,
fibers, cracks, lattice structures. We used an imperfect octet-truss lattice cell for an illustration of the
surrogate model application. From a small amount of the real samples, we calibrated the model design
parameters minimizing the misfit between the corresponding geometrical descriptors. The implementation
can benefit from algorithmic differentiation and progressive batching techniques.
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Then, we define J as misfits between the corresponding descriptors:

J (✓, !) =
1
2

X

i

kdi ('✓ (!)) � d⇤

i k2

kd⇤

i k2 ,

where d⇤

i are the target descriptors obtained from the data, and the norm is the L2(⌦ )-norm.
The design parameters include here the average strut radius ⌧ > 0, the imperfection level ↵ 2 [0, 1] and the

correlation length ` > 0 of the surface imperfections, while the regularity parameter ⌫ is taken equal to 2, assuming
thus a moderate smoothness of the imperfect surface. In order to avoid constrained optimization, we define the
vector of design parameters as follows:

✓ := {log 2⌧, atanh(2↵ � 1), log `}. (7)

Remark 2. Note that in (1), the Heaviside unit step function is not differentiable. Thus, in the optimization process,
we replace it with its smooth approximation:

'(x; !) = � (u(x; !)) (8)

with a smooth activation function approximating the unit step, e.g., � (x) = (1 + tanh(x/✏))/2, where ✏ is small. In
particular, we use ✏ = h2, where h stands for the voxel size.

Let us now discuss the choice of the descriptors {di }. We use the material volume fraction and its specific surface
area as the two first geometrical descriptors. Specific surface area is the ratio of the surface area of the phase
interface to the volume of the phase. For the regularized version of the two-phase material (8), we approximate
the indicator function of the phase boundary with the absolute value of the gradient of the phase field. We will
refer to it as the interface field |r'(x)|. These descriptors are global (averaging the statistical information from the
whole domain) and cannot capture the local statistical features (depending on the position within the domain). To
do this, we use the autocorrelation of the phase-field as another descriptor. For a statistically homogeneous random
field, the field autocorrelation approximates the two-point correlation function [59]. Here, though the perturbation
field is considered to be homogeneous, the octet cell structure is not. Moreover, the structure size dominates the
perturbation correlation length scale. That is, the autocorrelation can provide information on the structure size, but
it barely detects the localized properties of the perturbation. In order to get information on the perturbation, we need
to consider the geometric features of the material surface. To this end, we use the autocorrelation of the interface
field as the fourth descriptor. Thus, in our numerical experiments, we use the following geometrical descriptor of a
sampled phase field ':

d1(') =

Z

⌦
'(x) dx,

d2(') =

Z

⌦
|r'(x)| dx,

d3('; r) =

Z

⌦
['(x + r) � d1(')] · ['(x) � d1(')] dx,

d4('; r) =

Z

⌦
[|r'(x + r)| � d2(')] · [|r'(x)| � d2(')] dx,

with the spatial lag r 2 ⌦ . Given an image of the real sample X = '⇤(!), the target descriptors are defined as
d⇤

i := di (X ). In case of a batch of the target material samples X = {X j = '⇤(! j ), j = 1, . . . , Ndata}, the target
descriptors can be defined as the average d⇤

i :=
1

|X|

P
X2X di (X ).

4.2. Calibration results

We calibrate the model design parameters by solving the stochastic optimization problem (6). In order to avoid
oversampling, a progressive batching strategy is applied, when the appropriate number of samples (batch size |Sk |)
is estimated at each iteration k and is adaptively updated satisfying specific conditions; see [14,15,60,61]. In our
implementation, we follow the progressive batching LBFGS algorithm proposed in [62]. Technical details of the
algorithm can be found in the Appendix.

11

geometrical descriptors

U. Khristenko, A. Constantinescu, Patrick Le Tallec et al. Computer Methods in Applied Mechanics and Engineering xxx (xxxx) xxx

Then, we define J as misfits between the corresponding descriptors:

J (✓, !) =
1
2

X

i

kdi ('✓ (!)) � d⇤

i k2

kd⇤

i k2 ,

where d⇤

i are the target descriptors obtained from the data, and the norm is the L2(⌦ )-norm.
The design parameters include here the average strut radius ⌧ > 0, the imperfection level ↵ 2 [0, 1] and the

correlation length ` > 0 of the surface imperfections, while the regularity parameter ⌫ is taken equal to 2, assuming
thus a moderate smoothness of the imperfect surface. In order to avoid constrained optimization, we define the
vector of design parameters as follows:

✓ := {log 2⌧, atanh(2↵ � 1), log `}. (7)

Remark 2. Note that in (1), the Heaviside unit step function is not differentiable. Thus, in the optimization process,
we replace it with its smooth approximation:

'(x; !) = � (u(x; !)) (8)

with a smooth activation function approximating the unit step, e.g., � (x) = (1 + tanh(x/✏))/2, where ✏ is small. In
particular, we use ✏ = h2, where h stands for the voxel size.

Let us now discuss the choice of the descriptors {di }. We use the material volume fraction and its specific surface
area as the two first geometrical descriptors. Specific surface area is the ratio of the surface area of the phase
interface to the volume of the phase. For the regularized version of the two-phase material (8), we approximate
the indicator function of the phase boundary with the absolute value of the gradient of the phase field. We will
refer to it as the interface field |r'(x)|. These descriptors are global (averaging the statistical information from the
whole domain) and cannot capture the local statistical features (depending on the position within the domain). To
do this, we use the autocorrelation of the phase-field as another descriptor. For a statistically homogeneous random
field, the field autocorrelation approximates the two-point correlation function [59]. Here, though the perturbation
field is considered to be homogeneous, the octet cell structure is not. Moreover, the structure size dominates the
perturbation correlation length scale. That is, the autocorrelation can provide information on the structure size, but
it barely detects the localized properties of the perturbation. In order to get information on the perturbation, we need
to consider the geometric features of the material surface. To this end, we use the autocorrelation of the interface
field as the fourth descriptor. Thus, in our numerical experiments, we use the following geometrical descriptor of a
sampled phase field ':

d1(') =

Z

⌦
'(x) dx,

d2(') =

Z

⌦
|r'(x)| dx,

d3('; r) =

Z

⌦
['(x + r) � d1(')] · ['(x) � d1(')] dx,

d4('; r) =

Z

⌦
[|r'(x + r)| � d2(')] · [|r'(x)| � d2(')] dx,

with the spatial lag r 2 ⌦ . Given an image of the real sample X = '⇤(!), the target descriptors are defined as
d⇤

i := di (X ). In case of a batch of the target material samples X = {X j = '⇤(! j ), j = 1, . . . , Ndata}, the target
descriptors can be defined as the average d⇤

i :=
1

|X|

P
X2X di (X ).

4.2. Calibration results

We calibrate the model design parameters by solving the stochastic optimization problem (6). In order to avoid
oversampling, a progressive batching strategy is applied, when the appropriate number of samples (batch size |Sk |)
is estimated at each iteration k and is adaptively updated satisfying specific conditions; see [14,15,60,61]. In our
implementation, we follow the progressive batching LBFGS algorithm proposed in [62]. Technical details of the
algorithm can be found in the Appendix.
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Fig. 7. (a) Electron Backscatter Diffraction of a specimen from bidirectionally-printed single-track thickness 316L stainless steel wall built
by directed energy deposition (see [56]), and a zoom showing the interfaces between layers, clusters of small grains at interfaces and
the morphological grain angles for both direction of printing. (b) Example of a corresponding synthetic multi-phase sample imitating
polycrystalline grain texture in a manufactured material (not calibrated design parameters, 10 phases).

Fig. 8. Example of the octet-truss lattice structure (generated using the surrogate model): (a) “as-designed”, (b) “as-manufactured”.

4. Calibration and prediction for octet-truss lattice

In this section, we demonstrate the calibration of a surrogate material model. To do this, we solve an optimization
problem for finding the optimal design parameters of the model, minimizing the misfit between the synthetic model
and the target material using a set of statistical/geometrical descriptors. Then, we proceed with an application of the
surrogate material in stochastic homogenization. We use the calibrated model to generate an arbitrary number of
synthetic samples within a Monte Carlo simulation for uncertainty quantification of the material effective properties.

In what follows, for our numerical experiments, we focus on a particular structure: octet-truss lattice cell
(see Example 5). Owing to the manufacturing process, the resulting structure is perturbed by imperfections (see,
e.g., Fig. 8) that strongly affect the properties of the manufactured material and produce uncertainties in the material
behavior to be characterized hereafter by its elasto-plastic response. In particular, the difference in the effective
properties of as-designed and as-manufactured octet-truss lattices has been studied in [20,58].

4.1. Calibration of the model parameters

We consider the following stochastic optimization problem:

min
✓

E! [J (✓, !)] , (6)

where by J we denote a distance measure between a surrogate sample ! and the data. In order to define such a
measure, we use a set of geometrical descriptors {di }. The explicit choice of descriptors will be discussed below.
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Figure 9: Six different cells. Convergence of (a) Loss function; (b) Loss increment; (c) Gradient norm.
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Figure 10: Six different cells. Convergence of the model parameters: (a) Thickness parameter; (b) Perturbation level parameter; (c) Perturbation correlation length
parameter.
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Figure 11: An example of sample of the resulting surrogate model for the first cell: (a) Initial guess; (b) Calibration result; (c) Target (CT data).

8

Artificial Microstructures X-Ray Tomography

Khistenko et al. CMAME 2022

Architectured lattice
Level set 

Topological support and randomness



0◦

15◦

30◦

45◦

60◦
75◦90◦105◦

120◦

135◦

150◦

165◦

180◦

195◦

210◦

225◦

240◦

255◦ 270◦ 285◦
300◦

315◦

330◦

345◦

0 5 10 15

t = 0
t = 0.2
t = 0.5
t = 0 (defect-free)
t = 0.2 (defect-free)
t = 0.5 (defect-free)

(a) Plane A

0◦

15◦

30◦

45◦

60◦
75◦90◦105◦

120◦

135◦

150◦

165◦

180◦

195◦

210◦

225◦

240◦

255◦ 270◦ 285◦
300◦

315◦

330◦

345◦

0 5 10 15

t = 0
t = 0.2
t = 0.5
t = 0 (defect-free)
t = 0.2 (defect-free)
t = 0.5 (defect-free)

(b) Plane B

(c) Scheme of the cross-sections
(d) Young’s modulus of the defect-free structure

Figure 12: Directional variation of the tangent modulus at loading time t = 0, 0.2, 0.5: (a): in the plane A, (b):
in the plane B. Solid line – expected value, transparent area – standard deviation, dashed line – defect-free case.
(c): position of the planes A and B. Owing to the symmetry, all other cross-sections are equivalent to these two.
(d): 3D plot of directional variation of the Young’s modulus for the defect-free structure.

to 2τ = 0.165. We consider the model parameters values in the domain [0, 0.03] × [0.01, 0.1] of the (α, #)
plane. For each pair (α, #), we estimate the expected value of Young’s modulus computed using 20 surrogate
material samples. The resulting moduli are depicted in the contour plots in Figure 14, where the abscissa
corresponds to α, and the ordinate – to #. The left plot corresponds to the directional minimum of the
Young’s modulus, while the right one corresponds to the maximum. We observe that the Young’s modulus
decreases with increasing imperfections level. Besides, for high enough α, the correlation length starts to
affect the Young’s modulus which decreases with #.
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(a) Initial guess (sample),
2τ = 0.3, α = 0.1, # = 0.1

(b) Calibration result (sample),
2τ = 0.168, α = 0.0198, # = 0.0432

(c) Target (CT data – Cell 1)

Figure 10: Calibration of the surrogate model for the first cell: sample examples for the initial guess model (a),
the resulting model (b) and the target cell (c).

0 5 10 15 20 25 30 35

4

6

8

10

12

14

16

18

20

iteration, k

B
at
ch

si
ze
,
|S

k
|

Cell 1
Cell 2
Cell 3
Cell 4
Cell 5
Cell 6

Figure 11: Progress of the batch size for each individual cell fitting.

fixed tolerance, precisely, ∇θJ̄Sk ·∆θ < 10−4. For the model calibration as well for all our further numerical
experiments, the size of the surrogate model samples is fixed at 27 × 27 × 27 voxels. Figure 8 shows the
convergence of the loss function, its increment and the max-norm of its gradient. And Figure 9 shows the
evolution of the model parameters. Comparison of a calibrated model sample with an initial guess sample as
well as with the target (the first cell) can be found in Figure 10. The progress of the batch size |Sk| is depicted
in Figure 11 for each individual cell fitting. For all our samples the stopping criterion is reached within 35
iterations, but in some cases 15 iterations were sufficient. Although only one data sample was considered for
each case, we can observe that the deviation of the resulting parameters is small; see (9) below. This is due
to the fact that the distribution of the imperfections over the material surface is statistically homogeneous,
and even one sample provides enough information on the statistical properties of the uncertainties. Note
that in the general case, the required number of data samples can be larger depending on the deviation of
the resulting design parameters. In case more data samples are available, Bayesian inference techniques can
also be employed.

4.3. Uncertainty quantification of elasto-plastic response

Owing to the structure imperfection, the material properties, such as effective bulk and shear moduli,
computed on one material sample are random variables. Once the surrogate material model is calibrated with

12

Architectured lattice
Elasto-plastic material behaviour

Khistenko et al. CMAME 2022

U. Khristenko, A. Constantinescu, Patrick Le Tallec et al. Computer Methods in Applied Mechanics and Engineering 402 (2022) 115278

Fig. 14. Tangent modulus in the directions co-linear to (1, 0, 0), (1, 1, 0) and (1, 1, 1) as function of the strain "nn . Solid line – expected
value, transparent area – standard deviation.

Fig. 15. Contour plots of Young’s modulus in (↵, `) plane illustrating the effects of imperfections of the octet-truss lattice cell; (a): directional
minimum, (b): directional maximum.

5.2. Risk-aversion

The optimization algorithm can be used not only for calibration of a surrogate model, but also for material design,
i.e., for construction of a surrogate material with desired mechanical properties. In this case, the expectations of the
relevant quantities of interest can be used as the statistical descriptors. Moreover, in the context of material design
there naturally arises the risk aversion problem, when it is more important to minimize the probability of extreme
values (tail of the distribution) than the expectation. In many industrial applications, a common choice for such risk
measures is the so-called conditional value-at-risk CVaR [79]:

CVaR�(⇠ ) := E
⇥
⇠

�� ⇠ > VaR�(⇠ )
⇤
,

where ⇠ is a random variable, and the value-at-risk VaR�(⇠ ) is the �-quantile of ⇠ , 0 < � < 1. For example, let the
random variable ⇠ denote a stress measure of a structure (e.g., the maximum of von Mises stress). When high values
correspond to plastification or failure, lower values of ⇠ are preferable. The quantile VaR�(⇠ ) represents the most
optimistic state which can be achieved in the worst (1 � �) · 100% of possible events, while CVaR�(⇠ ) represents
the expected value of ⇠ in these events. It is known (see [80]) that CVaR can be written via a scalar minimization
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Figure 10: Calibration of the surrogate model for the first cell: sample examples for the initial guess model (a),
the resulting model (b) and the target cell (c).
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fixed tolerance, precisely, ∇θJ̄Sk ·∆θ < 10−4. For the model calibration as well for all our further numerical
experiments, the size of the surrogate model samples is fixed at 27 × 27 × 27 voxels. Figure 8 shows the
convergence of the loss function, its increment and the max-norm of its gradient. And Figure 9 shows the
evolution of the model parameters. Comparison of a calibrated model sample with an initial guess sample as
well as with the target (the first cell) can be found in Figure 10. The progress of the batch size |Sk| is depicted
in Figure 11 for each individual cell fitting. For all our samples the stopping criterion is reached within 35
iterations, but in some cases 15 iterations were sufficient. Although only one data sample was considered for
each case, we can observe that the deviation of the resulting parameters is small; see (9) below. This is due
to the fact that the distribution of the imperfections over the material surface is statistically homogeneous,
and even one sample provides enough information on the statistical properties of the uncertainties. Note
that in the general case, the required number of data samples can be larger depending on the deviation of
the resulting design parameters. In case more data samples are available, Bayesian inference techniques can
also be employed.

4.3. Uncertainty quantification of elasto-plastic response

Owing to the structure imperfection, the material properties, such as effective bulk and shear moduli,
computed on one material sample are random variables. Once the surrogate material model is calibrated with
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Fig. 1. Computational process for the generation of the 3D M-Voronoi material. For illustration purposes, the diagram shows the four steps required to obtain a virtual M-Voronoi
geometry starting from a cubic unit-cell containing a discrete number of mono-sized spherical voids. Step 1: Random distribution of spherical voids in a cubic domain with initial
relative density ⇢ = 0.7. Step 2: Application of displacement boundary conditions. Step 3: Numerical FE simulation at large strains using nonlinear elastic energy minimization and
incompressible matrix behavior. The final relative density corresponds to ⇢ = 0.3. The cut image shows the inside of the deformed geometry. The color bar indicates the maximum
principal logarithmic strain. Step 4: Remeshing and uniform re-scaling of the deformed geometry to the desired size. The final 3D M-Voronoi and its containing inclusions are
uniformly re-scaled to the size of the initial geometry.

2. M-voronoi geometry generation

In this section, we describe the computational morphogenesis of
the 3D M-Voronoi (from ‘‘Mechanically grown’’ Voronoi) geometries,
which follows a similar procedure as the one for 2D M-Voronoi geome-
tries presented in Hooshmand-Ahoor et al. (2022).

The procedure is divided into four main steps (see for a visual
description Fig. 1).

Step 1: Random generation of spherical (or ellipsoidal) voids in a
predefined volume cell (need not be unit) using the RSA
method (Torquato, 2002; Anoukou et al., 2018). The dis-
tribution may be uniform (or not), periodic (or not) and
the background cell may be cubic or of a different shape
(see examples in Hooshmand-Ahoor et al. 2022). The size of
the voids may be the same (i.e. monodisperse) or different
(i.e. polydisperse). In this study, we consider a cubic, unit-cell
containing initially monodisperse spherical voids randomly
distributed in the cell and imposing periodicity on the lateral
surfaces (although not necessary).

Step 2: Application of mechanical Dirichlet boundary conditions.
Those may be periodic (or not) depending on the final design
geometry target. In addition, one may relax further this
boundary condition by applying a combination of Dirichlet–
Neumann or only Neumann boundary conditions. The main

restriction is that the total volume changes imposed on the
cell must be positive, thus inducing void growth. In the
present work, we apply affine Dirichlet boundary conditions,
which implies that the deformed geometry will not be ex-
actly periodic. We note that there is no particular reason
in our study to maintain periodicity since the subsequent
simulations are not periodic.

Step 3: Numerical simulation of the initial volume cell at finite
strains and use of incompressible nonlinear elasticity for the
matrix phase. This allows to transform all imposed volume
changes via the external boundary conditions to pure void
growth. The simulation stops when one reaches the pre-
scribed final porosity or density desired. For very low density
geometries, one needs to carry out intermediate remeshing to
allow for numerical local convergence.

Step 4: Final remeshing and uniform re-scaling of the final deformed
geometry to the desired size. This allows to subsequently
analyze the final geometry numerically or experimentally by
use of 3D-printing.

Each of these steps is further detailed in the following.

Step 1: RSA generation

The proposed void growth process begins with the construction
of an initial cubic porous unit-cell. The initial void distribution and

International Journal of Solids and Structures 290 (2024) 112680
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Fig. 4. (a) M-Voronoi with 110 voids obtained by using an RSA geometry with initial relative density ⇢0 = 0.7. (b) Gyroid lattices with 5 ù 5 ù 5 unit-cells. (c) Polydisperse RSA
geometries with various sphere sizes. (d) Spinodoid geometries obtained through spinodal phase separation by Gaussian random field (GRF). The color bar indicates the relative
density ⇢ of the geometries. The cross shows the unrealizable geometries.

the next two sections on non-periodic boundary conditions. The reason
for such a choice is related to the recent works of Zerhouni et al.
(2019),Tarantino et al. (2019) and Hooshmand-Ahoor et al. (2022),
where the realization of these geometries via 3D-printing and exper-
imental testing was shown to be possible. In particular, it was shown
therein that periodic conditions by construction lead rapidly (i.e. with
the use of less number of voids) to representative material response.
Because of this fast convergence, they provide no practical information
on the size of the RVE that is required for experimental material
representativity. For this reason, having in mind the potential experi-
mental realization of such materials, we focus on non-periodic, realistic
boundary conditions.

We obtain the macroscopic (apparent) elastic moduli for random
porous geometries through linear elastic finite element (FE) simulations
performed on unit-cells using Abaqus/Standard finite element software
and following the approach of Kanit et al. (2003). Simulations are
performed using standard linear 8-node hexahedral elements (C3D8 in
Abaqus). Examples of such meshes and the procedure for obtaining
them are discussed in Appendix C. The matrix phase is modeled as
purely isotropic linear elastic without any plasticity, while the void
phase is left unmeshed. The unit-cell is subjected to a kinematically
uniform boundary conditions (KUBC) (Michel et al., 1999; Mbiakop
et al., 2015) defined such that the displacement field u(x) at point x = X

(at small strains) in the microstructure is given by

u(x) = "app x, (5)

where "app is a constant second-order symmetric tensor. Given that the
number of voids is sufficiently large, one may consider the response
representative at least in the context of linear elasticity as shown
recently by Zerhouni et al. (2019).

We compute the homogenized fourth-order elastic stiffness tensor
C from the average stress and strain fields through the constitutive
equation (Hill, 1963)

Í�(x)Î = C Í"(x)Î, (6)

where Í�Î denotes the volume average of the enclosed quantity. It
is readily obtained by use of the affine conditions in (5) that the
average strain in the cubic cell is equal to the externally applied
one, i.e., Í"(x)Î = "app. The macroscopic elastic stiffness tensor C is
computed by running six independent calculations (taking into account
the symmetry of the applied strain), where a uniform macroscopic
strain is applied along a specific direction, i.e. "appij with i, j = 1, 2, 3
(no sum on i, j). Due to the finite number of voids, the tensor C is
not exactly isotropic. In order to extract meaningful quantities and
evaluate its deviation from isotropy, we define an isotropic stiffness
tensor, denoted by Ciso, which is calculated by the projection of C along
the fourth order hydrostatic and deviatoric space by use of the tensors

Hooshmand-Ahoor et al. IJSS 2024
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Fig. 8. Large strains compression engineering stress and strain curves for M-Voronoi, RSA, Gyroid and Spinodoid geometries with relative density ⇢ = 0.33. Deformed geometries
at three intermediate strain levels, denoted by (1), (2) and (3) are displayed at the bottom. The color bar indicates the equivalent accumulated plastic strain values.

Fig. 9. Two-dimensional deformed cross-sections for M-Voronoi, RSA, Gyroid and Spinodoid geometries with relative density ⇢ = 0.42. Deformed geometries at two intermediate
macroscopic strain levels 0.2 and 0.4 (see Fig. 7). The color bars indicate the shear "p12 and normal "

p
22 plastic strains.

International Journal of Solids and Structures 290 (2024) 112680

12

Z. Hooshmand-Ahoor et al.

Fig. 8. Large strains compression engineering stress and strain curves for M-Voronoi, RSA, Gyroid and Spinodoid geometries with relative density ⇢ = 0.33. Deformed geometries
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Fig. 8. Large strains compression engineering stress and strain curves for M-Voronoi, RSA, Gyroid and Spinodoid geometries with relative density ⇢ = 0.33. Deformed geometries
at three intermediate strain levels, denoted by (1), (2) and (3) are displayed at the bottom. The color bar indicates the equivalent accumulated plastic strain values.

Fig. 9. Two-dimensional deformed cross-sections for M-Voronoi, RSA, Gyroid and Spinodoid geometries with relative density ⇢ = 0.42. Deformed geometries at two intermediate
macroscopic strain levels 0.2 and 0.4 (see Fig. 7). The color bars indicate the shear "p12 and normal "
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Fig. 6. A property space map of Young’s modulus versus relative density ⇢ comparing
the present geometries of M-Voronoi, RSA, Gyroid, and Spinodoid to other closed- and
open-cell foams of similar density and to nano- and macro-lattices.

small strain elasticity up to relative densities as low as ⇢ = 0.03. The
effective properties of both Gyroid and Spinodoid geometries exhibit
substantial deviations from the HS bounds when relative densities fall
below 0.5. Notably, the deviation is more pronounced in the case of
Spinodoid solid geometries, for which we have been able to simulate
only up to relative densities ⇢ = 0.3.

In summary, M-Voronoi and RSA geometries exhibit the stiffest
response compared to the Gyroid and Spindoid geometries. Given the
simplicity of the generation of RSA geometries, at relative densities ⇢ >
0.3, they are a promising option among the studied geometries. At lower
relative densities, one may use the M-Voronoi geometry which shows
very promising properties, despite the complexity of its generation.

The previous elastic results should be interpreted in direct connec-
tion with the deviation from isotropy �iso, shown in Fig. 5c. We observe
that in RSA geometries, the numerical deviation from isotropy is found
to be less than 0.01 for ⇢ À [0.2, 1]. The deviation from isotropy in M-
Voronoi geometries on the other hand, develops gradually, reaching a
value of Ì 0.06 at ⇢ = 0.03. The �iso values of Gyroid and Spinodoid
geometries are similar and are generally greater than those for M-
Voronoi and RSA geometries at equivalent corresponding densities.
While that is expected for the Gyroid geometries, which are naturally
cubic, the strong deviation of anisotropy for the Spinodoids implies
that they need a substantially smaller wavelength to reach isotropy.
This makes their realization and simulation extremely difficult with
standard FE. Instead, one could use FFT grids as an alternative. Note,
however, that FFT solvers cannot handle the large strain compressive
simulations of the following section. These observations are consistent
with recent studies on the very similar thresholded Gaussian Random
Field geometries (Zerhouni et al., 2021).

Fig. 6 compares the apparent Young’s modulus obtained in the
present study with available data in the literature for other porous
materials and fully stochastic foams manufactured using conventional
processes like foaming and replication (Tarantino et al., 2019). It can
be observed that the M-Voronoi geometries of this work exhibit the
stiffest response among all the shown data and lie very close to the HS
bounds (denoted with a dashed line) over a very wide density range (up
to 0.03). Moreover, we observe that both M-Voronoi and RSA exhibit a
rather nonlinear response with ⇢ and thus any scaling law would have
had a small range of validity and thus no such analysis is carried out
here.

5. Elasto-plastic response at large strains

In this section, we assess the mechanical properties of 3D M-Voronoi
geometries at large deformations and for elastic ideally-plastic matrices.

The interest in this study is in the large strain response of the
previously-described geometries and in particular for fairly low den-
sities. We focus on two such loading conditions: uniaxial compression
and simple shear. The first is of practical importance and the second al-
lows us to probe the large strain diagonal anisotropy that may develop
as compared to the corresponding one in compression.

Due to the finite strains and extensive random contact between void
surfaces, the only possible option is the use of an explicit solver instead
of an implicit one. In the present study, we use the Abaqus/Explicit
solver with the *NLGEOM option activated and sufficiently small rates
and time increments to preserve quasi-static conditions and numerical
convergence. We consider an elastic ideally-plastic matrix phase with a
fixed yield stress �y, Young’s modulus Em = 1000�y and Poisson’s ratio
⌫ = 0.3. All results are readily normalized with the matrix yield stress
by considering a value �y = 1.

An extensive study of the effect of element type (not shown here for
brevity) has shown that brick hexahedral, reduced integration, linear
elements (C3D8R) are the best candidates for elasto-plastic simulations
leading to a very good numerical convergence and acceptable cpu
computation time. The three-dimensional mesh in all geometries is
created with Gmsh software using the hexahedra subdivision algorithm
(see Appendix C). The computation time for a hexahedral element-type
mesh with 9 ù 105 nodes corresponds to approximately 100 h when
running on 40 cores in parallel. This requires in general extremely
large amounts of memory and thus the possibility of restarting the
simulations is primordial. To achieve this, extensive use of the option
OVERLAY, which stores the data in the most recent increment and
removes the previously stored data is done to minimize memory usage
given the very large domain sizes in the considered geometries. The
simulation is then resumed by the use of the RECOVER option.

5.1. Results: uniaxial compression

This section presents the results obtained for the M-Voronoi, RSA,
Gyroid and Spinodoid geometries when subjected to large strain uni-
axial compression loading. In particular, we carry out the simulation
by applying a displacement normal to one of the cube surfaces, while
blocking the other two tangential components. At the opposite surface,
we apply clamped boundary conditions. The remaining side surfaces
of the cube are left traction-free. Such a load mimics rather closely
realistic conditions in the laboratory and thus experimental data in the
literature. Instead, one could apply a pure uniaxial compression. The
differences between those two loading conditions are fairly small for
such high porosity foams.

All stress measures in this section are the engineering ones, i.e., they
are extracted by dividing the total force applied on the side of the cube
whose displacement is controlled by its initial surface which is equal to
unity. The corresponding strains are also the engineering ones obtained
by dividing the total applied displacement by the initial side length of
the cube which is unity again.

In order to compare the four geometries, we show in Figs. 7 and
8 uniaxial compression simulations for relative densities ⇢ = 0.42, 0.33.
All geometries (but the Gyroid) have been tested in all three normal
cubic directions, which corresponds to three different realizations given
their randomness. They all show a fairly small dispersion along these
three directions indicating a rather converged macroscopic material
response. In particular, the M-Voronoi and RSA geometries exhibit a
relatively good isotropic response5 even at large strains, while the

5 The use of ‘‘cubic symmetry’’ is obviously more rigorous than the use of
‘‘isotropic’’. Nonetheless, given the randomness of the solids, the word isotropy
is used with a slight abuse of notation.
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µm mm

Fig. 7.16: Specimen desgined form the microstructure of Example 2, manufactured on a stereo-lithography
3D printer by Stratasys using a TangoBlack resin. The specimen is composed of a 4⇥4 periodic arrangement
and measures 80mm⇥ 80mm⇥ 5mm, yielding a unit cell aspect’s ratio r = 0.25.
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3. III. Results

3.1. Static compression experiments

We perform quasi-static measurements at a strain rate of 10−3 s−1

for 6 different structures: SD lattices with a radius of 1 μm and 1.5 μm
(Fig. 4(a)) and BD lattices with a radius of 1 μm, 1.5 μm, 2.5 μm and
3.5 μm (Fig. 4(b)).

The measurements show the complete loading range, which begins
with an initially linear region, followed by a softening region, char-
acterized by buckling of the beam elements, and failure, which occurs
at the nodes. The onset of failure at the nodes is responsible for the load
reduction (Fig. 4(a), (b)). SD structures with an initial static stiffness of
172.2 MPa reach a maximum strength of 7.65 MPa, while the same
geometry with an initial stiffness of 60.4 MPa reach a maximum
strength of 1.68 MPa. The linear range of SD structures is typically up
to 2–3% of the effective strain. For BD structures, we observe absolute
strengths values increasing from 0.41 MPa, 1.58 MPa, 6.03 MPa
to13.38 MPa, when the static stiffness increases from 5.43 MPa,
19.78 MPa, 77.26 MPa to 180.16 MPa. The linear elastic region is
slightly larger for the bending dominated structures, up to 6% of the
effective strain. At similar densities (e.g., 14.0% for SD and 13.6% for
BD) the stiffness of the SD lattice is also significantly higher than that of
the BD lattice. The increased stiffness in the SD lattices arises from the
higher connectivity of the members and their tensile response during
deformation. We also analyzed the tested samples for visual signs of
damage after full compression (Fig. 5(a), (b)).

The stretch dominated lattices showed primarily failure induced by
the buckling of the vertically aligned truss elements, which are loaded
in compression (Fig. 5(a)). For the r0=1.5μm SD structure we
estimated the first buckling failure mode at ≈6% strain based on
linear buckling finite element analysis of the full sample. The vertical
bars are thinner than the horizontal bars due to the elongated voxel
geometry, possibly limiting the mechanical performance of SD struc-
tures. On the contrary, BD lattices fail mainly at the nodes, where the
highest stress concentrations occur, induced by bending (Fig. 5(b)),

before the onset of buckling. Despite the several through cracks
observed by visual inspection under the SEM, the samples show a high
degree of long-term recovery, up to 90%, after one full loading cycle.
This recovery could eventually be enhanced using thermal annealing
and further investigations are needed to assess the complete role of
temperature and/or curing on damaged structures after loading.

3.2. Lattice relaxation experiment

Relaxation experiments were performed at strains 2% and 4% for SD
and 4% and 8% for BD structures. The large strains (4%, 8%,
respectively) allow studying the influence of the onset of buckling
and plasticity on the viscoelastic dissipation. Additionally, the strain for
BD lattices is set to an overall higher value, as the linear elastic range of
these structures observed in quasi-static experiments is larger
(Fig. 4(b)). Typical measurement curves for two different structures
show that the relaxation test deviates from the ideal case (Fig. 6(a)).
During measurements, the strain in the sample increases slightly due to
relaxing stress that reduced the displacement in the sensor (Eq. (1)). A
clear relaxation in stress in the observed time frame is visible
(Fig. 6(b)). After approximately 200 s, we observe a plateau of the
effective stress. For each measured sample, we can calculate the
experimental relaxation modulus (Fig. 6(c)) from Eq. (5). We test at
least 3 samples for each parameterization and found a low variability
between samples (< 5%), highlighting the reproducibility of the
fabrication technique. Additionally, we use a GMM with 4 branches
to fit to the average relaxation modulus of each structure (Fig. 6(c)). We
found 4 times constants at 0.1 s, 1 s, 10 s and 50 s sufficient to obtain a
good fit to all the experimental measurements (error < 5%). Using
Eqs. (6) and (7), we can calculate the frequency dependent loss and
storage moduli on the basis of the GMM (Fig. 6(d)). The multiple
variations in the shape of E′ and E″ observed in Fig. 6(d) can generally
be associated with a more complex distribution of polymeric chains in
the network.

The results of the relaxation experiments are summarized in Table I.
The loss factors of both the SD and BD structures are very similar at
small strains.

To gain insights into the influence of elevated strains, we perform
relaxation tests at 8% for BD and 4% for SD. These strains are outside
the linear elastic region (Fig. 4(a), (b)) and are expected to trigger other
dissipation channels. We observe two distinct effects: (i) Both the
relaxed and unrelaxed moduli are reduced, which is coherent with the
reduced slope in the nonlinear stress-strain relation (Fig. 4(a), (b)); and
(ii) the difference between unrelaxed and relaxed modulus increases.
This difference is related to the increasing dissipation, which reflects
also in the increase loss factor for larger strain (Fig. 6(d) and Table I).
The increase in loss-factor is approximately two-fold for the large strain
experiments, from 0.044 to 0.091 for SD structures. The maximum loss
factor in our experiments occurs at relatively low frequencies of
0.27 Hz. For small strains, we find that the measured loss factor is
consistent with loss factors of typical acrylic polymers [44]. However,
for large strains, the reached losses dramatically increase as observed
also in conventional foam materials [29].

3.3. Density scaling laws

The properties of conventional foams are typically described in the
form of density scaling laws [41]. For an ideal, bending dominated
foam/lattice the static stiffness scales E∝ρ2. We find a consistent scaling
for the bending dominated lattices in our experiments (Fig. 7(a)).
Interestingly, the stretch dominated lattices in our experiments (in the
two tested configurations) also present a quadratic scaling with density,
departing from the theoretical linear scaling predicted for stretch
dominated lattices. We attribute this effect to the non-perfect geometry
of the fabricated microlattices (see Figs. 1,2). For example, some of the
vertical trusses seem to buckle easily, possibly degrading the overall

(a)

(b)

Fig. 5. Failure analysis. Failure modes after a single compression cycle in (a) SD
structures with and effective density of 8.5% and (b) BD structures with an effective
density of 13.6%. Scale bar in overview is 25 μm and in close-up is 10 μm.
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